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A B S T R A C T

In this study, we propose a two-step strategy for tracking oil-spill trajectories. First, an X-band radar is estab-
lished to monitor oil spills. Accordingly, we propose a radar image-processing technique for identifying the oil
slicks from the nautical radar images. Second, we apply the SCHISM to determine the water surface elevations
and currents at the event site and obtain the trajectories of the oil slicks using a Lagrangian particle-tracking
method incorporated in the SCHISM. An oil-spill event caused by the container ship T. S. Taipei is used as a case
study for testing the capability of the proposed oil-tracking strategy. The SCHISM simulation results for the
fouled coastline obtained using the wind data from a nearby data buoy agree quite well with those obtained from
field observations. However, the predicted fouled coastline based on the forecasted wind data is unsatisfactory.
The reasons for the unsatisfactory prediction are discussed and revealed.

1. Introduction

Oil-spill events in coastal areas, harbors, and rivers are usually
caused by the grounding of ships, failure of oil rigs, cracked oil pipe-
lines, or damaged oil refineries and storages. Large-volume oil spills in
coastal areas often have severe effects on marine ecosystems and eco-
nomic activities, such as those of the Exxon Valdez oil spill (Peterson
et al., 2003) and the Deepwater Horizon oil spill (Crone and Tolstoy,
2010; Kujawinski et al., 2011; French-McCay et al., 2015). The shipping
routes in East Asia pass close to Taiwan, and rapid economic develop-
ment has hastened the development of Taiwan's international shipping
industry. In particular, both exports and imports of oil products have
increased because of the rapid development of Taiwan's petrochemical
industry. However, this has also resulted in an increased risk of oil-spill
events in harbor and coastal areas. For example, in January 2001, the
Greek merchant vessel Amorgos lost power while en route from India to
China and was grounded near Kenting National Park at the southern-
most tip of Taiwan Island. Because of the deteriorating weather and sea
conditions, the hull of the Amorgos split and approximately 1300 tons
of fuel oil leaked from the vessel into the sea surrounding Kenting
National Park, causing major damage to the maritime and local en-
vironment (https://en.wikipedia.org/wiki/Amorgos_oil_spill). The oil
slick fouled more than 3.5 km of the nearby coastline. Recently, in

March 2016, a container ship, T. S. Taipei, split into two parts during
rough monsoon weather after being grounded one nautical mile off
Shimen, close to the northernmost tip of Taiwan Island. According to
the Environmental Protection Administration (EPA), Taiwan, the oil
slick from the T. S. Taipei fouled more than 9 km of the nearby coastline
(EPA Taiwan, 2016; Huang et al., 2016). Accordingly, for the mitigation
of oil spills around Taiwan, operational oil-spill response and impact
assessment are required.

After oil leaks into the marine environment, it undergoes a con-
tinual series of compositional changes that result from a process re-
ferred to as “weathering” (Tarr et al., 2016). The weathering processes
include spreading, evaporation, entrainment, emulsification, dissolu-
tion, biodegradation, photo-oxidation, sedimentation, and stranding
(Reed et al., 1999; Fernando, 2012). Spreading and evaporation influ-
ence the initial stages of oil spill during the extending phase (Chen
et al., 2007). Fay (1969) indicated that oil spills on water tend to spread
outward in the form of a thin continuous layer. This tendency to spread
is the result of two physical forces: gravity and surface tension. Mackay
et al. (1980, 1982) developed a model for simulating oil-spill behavior,
such as spreading into thin and thick slicks, drift, evaporation, and the
formation of water-in-oil emulsion. For most spills, evaporation is the
main mechanism for mass removal from the surface slick. Fingas (1996,
2011) proposed an empirical strategy for modeling evaporation from
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surface spills.
Evaporation transfers oil from the sea surface to the atmosphere,

whereas entrainment transports oil from the surface to the water
column. Based on laboratory and flume experiments, Delvigne and
Sweeney (1988) developed an empirical relation for the oil entrainment
rate as a function of the oil type, oil layer thickness, breaking wave
energy, and temperature.

Water-in-oil emulsion (or emulsification) is the process in which
water is entrained in oil. Emulsification causes significant changes in
the volume, density, and viscosity of the slick, and can make the
cleanup of oil spills very difficult (NAS, 2003; Fingas, 2014b). Not all
oils emulsify; Fingas and Fieldhouse (2003) indicated that crude oil
emulsifies when the asphaltene and resin components reach a certain
amount of the oil mass. Fingas and Fieldhouse (2011) proposed a sta-
bility index (SI) to determine if an oil emulsifies and the type of
emulsification. Simecek-Beatty and Lehr (2007) referred to evapora-
tion, dispersion (entrainment), and emulsification as major short-term
weathering processes, and they termed the other weathering processes,

including dissolution, biodegradation, photo-oxidation, and sedi-
mentation, as minor long-term weathering processes. Oil stranding
should also be considered when the oil slick moves toward the shoreline
(Diop et al., 2014). A detailed review of oil-spill behavior models can be
found in studies such as those of Huang (1983), Reed et al. (1999),
French-McCay (2004), Simecek-Beatty and Lehr (2007), and Spaulding
(2017).

In addition to the scientific investigations of the oil-spill weathering
processes, several oil-spill models have been developed to support op-
erational oil-spill response and impact assessment. These include (i) the
oil spill contingency and response model (OSCAR; Reed et al., 2000),
(ii) the oil modeling application package (OILMAP; Spaulding et al.,
1992), (iii) the spill impact model application package (SIMAP; French-
McCay et al., 2015), and (iv) the general National Oceanic and Atmo-
spheric Administration operational modeling environment (GNOME;
Zelenke et al., 2012).

Recently, a new model called the semi-implicit cross-scale hydro-
science integrated system model (SCHISM) was developed to simulate
water surface elevations and currents (Zhang et al., 2016). Yu et al.
(2017) applied the SCHISM to simulate multi-scale oceanic processes
around Taiwan and demonstrated that the sea surface height and sea
surface temperature are similar to those obtained from a reference data-

Fig. 1. SCHISM modeling system (http://ccrm.vims.edu/schismweb/).

Fig. 2. Proposed radar image-processing technique for identifying oil slicks.

Fig. 3. Decay of radar echo intensities with the distance from the X-band radar.

Fig. 4. Setup of an X-band radar at the coast near the container ship T. S. Taipei
for monitoring oil spills.

C.-M. Chiu et al. Marine Pollution Bulletin 137 (2018) 566–581

567

http://ccrm.vims.edu/schismweb/


assimilated global model. The SCHISM also includes oil-spill modules.
Fig. 1 illustrates the complete SCHISM. The oil-spill modules are de-
veloped using the Lagrangian particle-tracking methods. The movement
of each particle is governed by advection and diffusion processes, and
the random walk method is adopted to couple the turbulent diffusion
effect.

In most oil drift models, the oil spills are driven by a time series of
ocean currents, ocean surface winds, and sea surface temperature to
track the oil spills (Cheng et al., 2011). Accordingly, an oil-spill mod-
eling system is usually coupled with hydrodynamic, wind, transport,
and oil-weathering models (Beegle-Krause, 2001). The oil-spill model is
based on accurately forecasting these dynamic factors (Tkalich, 2006;
Guo and Wang, 2009). The oil-spill model can also be used as a fate

model to simulate the response actions and estimate the biological ef-
fects (Spaulding et al., 1992; Reed et al., 2000; Lehr et al., 2000;
French-McCay, 2003, 2004). In addition to the hydrodynamic model,
ocean surface currents may be provided using a high-frequency radar
(HFR). Offshore data buoys may also provide local meteorological and
oceanographic data, such as wind speed and direction, wave height,
currents, water temperature, and water level (Herbers et al., 2012; Lin
et al., 2017).

Remote-sensing techniques, such as optical and microwave sensors,
have also been applied to detect oil spills (Wadsworth et al., 1992;
Fingas and Brown, 2014). Remote sensing is superior to in-situ mea-
surements for detecting the spatial patterns of surface slicks. Airborne
and satellite-based technologies have been used to detect surface slicks
(Klemas, 2010; Leifer et al., 2012). The nautical X-band radar, origin-
ally used on ships for navigation safety at sea and near the shore, is
currently one of the most prominent remote-sensing tools for mon-
itoring ocean waves and sea surface currents (Young et al., 1985; Alpers
and Hühnerfuss, 1988; Nieto Borge and Guedes Soares, 2000; Senet
et al., 2001; Gangeskar, 2002; Hessner et al., 2014). Weijenborg (2015)
used a land-based X-band radar to continuously measure the ocean
surface currents and waves. Although the spatial scale of nautical X-
band radar is substantially lower than that of satellite images, it can be
easily managed for continuous monitoring of the area of interest. This
advantage makes the detection of oil leakage at the primary stage from
the ship very efficient.

The key mechanism of radar backscattering from the sea surface is
Bragg scattering (Plant, 1990). Waves with wavelength of several
centimeters are quite common on the sea surface. These small-scale
waves are suitable for the Bragg scattering of X-band electromagnetic
waves. When using X-band radar for oil-spill detection, the X-band
Bragg waves are suppressed because of the Marangoni effect that causes
a resonance-type wave damping in the short-gravity wave region when
the sea surface is covered with a viscoelastic film (Alpers and
Hühnerfuss, 1988). Consequently, the radar echo intensity is weaker at
the region of the oil spill than in the surroundings. Some studies on oil
spills have reported that X-band radar yields better results than L- or C–
band radars (Fingas and Brown, 1997). The operating distance of the X-
band radar for surface slick detection depends on the wind and the

Fig. 5. Identification of the location and extent of oil slicks released from the
container ship T. S. Taipei at 09:00 AM on March 26, 2016. Oil slick area is
marked black.

Fig. 6. Map of the Shimen coast (New Taipei City, Taiwan). The time series data of water elevation obtained from the Linshanbi tide station, and the current speeds at
P1, P2, and P3 obtained from the Caoli HFR station were selected for comparing with the simulation results obtained from the SCHISM.
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grazing angle of the radar antenna. Tennyson (1988) demonstrated that
a surface slick can be successfully detected from a distance of 5 km by
using a shipborne X-band radar. Fingas and Brown (1997) indicated
that shipborne radar successfully detected a surface slick from 8 km
away. These results suggest that the operating range of an X-band radar
for surface slick detection is approximately 5–8 km. Forget and Brochu
(1996) used an X-band radar to measure currents and then predict oil-
spill movements. Remote sensing of oil spills has become an integral
part of oil-spill response around the world. However, oil-slick detection
using radar is limited by the sea state. Very weak winds cannot produce
sufficient sea clutter in the surrounding sea, and very high seas scatter
the radar, blocking detection inside the wave troughs. The most suitable
wind speeds for oil detection using the radar are 1.5–10m/s (Fingas
and Brown, 2014).

A fast oil-spill forecasting system is required for the mitigation of
oil-spill disasters. Therefore, in this study, a two-step strategy for
tracking oil-spill movements is proposed. First, an X-band radar is es-
tablished to monitor oil spills at the earliest stage of the oil-spill event.
The obtained location and extent of oil spill are then used as the initial
conditions for the forecasting of oil-slick trajectories. Second, the core
part of the SCHISM modeling system is applied to predict the water
surface elevation and current speeds. After obtaining the associated
hydrodynamic parameters, the Lagrangian particle-tracking method is
used to forecast the trajectories of oil spills. The T. S. Taipei's oil-spill

event is used as a case study for testing the capability of the proposed
oil-tracking strategy, especially in the coastal waters. To verify the
accuracy of the SCHISM, the simulated water surface elevations are
compared with those obtained from a nearby tide station. The simu-
lated surface currents are compared with the monitoring data collected
from an HFR station of Taiwan Ocean Radar Observing System
(TOROS). Following these verifications, simulations for coastlines
fouling at the Shimen coast under various scenarios are compared with
the observed situations.

2. SCHISM

The complete SCHISM is shown in Fig. 1. The core part of the
SCHISM involves the use of hydrodynamic models to determine the
water surface elevation and current (Zhang et al., 2016). The SCHISM is
derived from the original semi-implicit Eulerian-Lagrangian finite-ele-
ment (SELFE) model and has the following new features: (i) a highly
flexible hybrid coordinate system in the vertical direction; (ii) un-
structured triangular-quadrangular grids in the horizontal direction;
and (iii) an implicit advection scheme for transport (Zhang and
Baptista, 2008; SCHISM, 2016). Spurious flow due to pressure gradient
errors (Haney, 1991) is a major challenge in ocean modeling. The
SCHISM employs a new hybrid vertical coordinate of localized sigma
coordinates with shaved cell (LSC2) to alleviate this problem (Zhang

Fig. 7. Computational domain and unstructured triangular mesh near the Shimen coast.

Fig. 8. Comparison of the observed (blue line) and simulated (red dots) time series data of water elevation at Linshanbi tidal station from March 1 to 31, 2016. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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et al., 2015). The SCHISM has been successfully applied to oceanic,
coastal, intertidal estuarine, river, and lake areas with complex topo-
graphy and geometry, and has been demonstrated to achieve high ac-
curacy in physical and biological processes (Tomas et al., 2014; Yu
et al., 2017; Schloen et al., 2017).

2.1. Hydrodynamic model

The hydrodynamic model in the SCHISM solves the three-dimen-
sional continuity and momentum equations in Cartesian coordinates as
follows:

Continuity equations in 3D and 2D depth-integrated forms are as
follows:
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∂
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: material derivative

∇: ∂
∂

∂
∂( ),x y

(x,y): horizontal Cartesian coordinates (m)
z: vertical coordinate, positive upward (m)
t: time (s)
k: unit vector in the z direction
η(x,y, t): free-surface elevation (m)
h(x,y): bathymetric depth (m)
u(x,y,z, t): horizontal velocity, with Cartesian components (u,v)

(ms−1)
w: vertical velocity (ms−1)
f: Coriolis factor ( s−1)
g: acceleration due to gravity (ms−2)
ψ: Earth-tidal potential (m)
α: effective earth-elasticity factor (=0.69)
ρo: reference value of seawater density; by default it is set as 1, 025

(kg m−3)
ρ: seawater density, which is a function of pressure, salinity, and

temperature
pA(x,y, t): atmospheric pressure at the free surface (N m−2)
ν: vertical eddy viscosity (m2s−1)
μ: horizontal eddy viscosity (m2s−1)
Determination of the salinity and temperature is necessary because

they affect the density of the seawater along with pressure. The salinity
and temperature of the seawater are determined from the transport
equations:
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where
S, T: salinity and temperature of the water (practical salinity units

(psu), °C)
κ: vertical eddy diffusivity for salinity and temperature (m2s−1)
FS, Fh: horizontal diffusion and mass sources/sinks for transport

equations
Q ̇: rate of absorption of solar radiation (Wm−2)
CP: specific heat of water (J kg−1K−1)
The differential Eqs. (1)–(3) and (5)–(6) require initial and

boundary conditions. In general, all state variables, such as (η, u, S, T),
are specified at t=0 as the initial conditions and specified at all open
boundary segments as the boundary conditions. At the sea surface, the

Fig. 9. Surface currents near the Shimen coast at 09:00 AM on March 5, 2016,
predicted using the SCHISM. Colors indicate water surface elevation.

Fig. 10. Observational region covered by the HFR (SeaSonde, CODAR) at the
Caoli station. The sites labeled P1, P2, and P3 (blue dots) represent the places
where the observed radial surface currents were selected for comparison with
the simulated ones. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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SCHISM enforces the balance between the internal Reynolds stress and
applied shear stress τw on the sea surface:

∂
∂

= =ν u
z

τ z η, atw (7)

The SCHISM incorporates the bulk aerodynamic module introduced
by Zeng et al. (1998) to simulate the air-sea interaction and provides
the values of τw.

In ocean models, the bottom boundary layer is usually not well
resolved; hence, the no-slip condition at the sea bottom is replaced by a
balance between the internal Reynolds stress and the bottom frictional
stress,

∂
∂

= = −ν u
z

τ z h, atb (8)

The bottom shear stress τb depends on the type of boundary layer,
which is assumed to be a turbulent boundary layer in the SCHISM. For
turbulence closure, the generic length scale model of Umlauf and
Burchard (2003) was adopted, which has the advantage of encom-
passing most 2.5-equation closure models (Mellor and Yamada, 1982;
Rodi, 1984; Wilcox, 1998). For the details of the applied boundary
conditions and turbulence modeling in the SCHISM, refers to SCHISM
v5.3.1 Manual (SCHISM, 2016).

2.2. Lagrangian particle tracking

The SCHISM comprises two oil models for simulating oil spills: a
simple Lagrangian particle-tracking method (particle-tracking gear is
shown in Fig. 1) and a tracer transport-based model (VELA-OIL)

developed by the National Laboratory of Civil Engineering, Portugal
(Azevedo et al., 2014). For simplicity, the Lagrangian particle-tracking
method for predicting oil spills is adopted in this study. In this model,
spilled oil is represented as a group of particles and each particle is
tracked independently. The movement of each particle is governed by
the advection and diffusion processes, which are based on the advec-
tion-diffusion equation. The advection term involves the effect of cur-
rent and wind velocities as well as the rising velocity of the oil slick due
to buoyancy. The diffusion term describes the effect of random turbu-
lent velocity. The Lagrangian particle-tracking method in the SCHISM
includes the random displacement model (RDM), which is similar to the
random walk model. However, the RDM is more accurate in hetero-
geneous media because the spatially non-uniform turbulent diffusivity
is considered (Visser, 1997; North et al., 2006, 2011). The particle
movement in RDM is represented as follows:
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where U, V, and W are the water velocity components in the Cartesian
coordinates x, y and z, respectively; n is the current time step and n+1
is the next time step; Δ t is the time step interval; R is a uniform random
number between −1 and 1; Kx, Ky, and Kz are turbulent diffusion
coefficients in the x, y and z directions, respectively; and Wx and Wy are

Fig. 11. Comparison of the simulated (red dashed line) and observed (blue solid line) radial surface current speeds near the Shimen coast in March 2016 at (a) P1, (b)
P2, and (c) P3. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

C.-M. Chiu et al. Marine Pollution Bulletin 137 (2018) 566–581

571



the wind dragging speeds in the x and y directions. Moreover,
= ×W c W vel_i d i

10(i= x or y), where cd is a dragging coefficient, typi-
cally 0.03, and W vel_ i

10 refers to the wind velocity at 10m above mean
sea level. Vr is the rising velocity of the oil slicks due to the buoyancy,
which can be determined from the following empirical equation (Clift
et al., 1978; Zheng and Yapa, 2000).
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where g is the acceleration due to gravity, doil is the oil droplet dia-
meter, and ρoil and ρ are the density of oil and seawater, respectively.

When the oil particles reach the shoreline, the oil-shoreline inter-
action typically varies with oil properties (e.g., viscosity) and shoreline
morphology. Several models have treated the oil-spill fate in the
nearshore region (Gundlach et al., 1985; Reed and Gundlach, 1989).
Reed and Gundlach (1989) addressed the oil-shoreline interaction for
various shorelines and represented methods for quantifying the amount
and residence times of oil on the shoreline. However, to the knowledge
of the authors, little information exists regarding the stranded percen-
tage of oil spills on various shorelines. In this study, it is assumed that
80% of oil particles that reach the land boundary are stranded and that
the remaining 20% move off the shoreline. Sensitivity tests have re-
vealed that the extent of the fouled coastline does not change much
when the stranded percentage changes from 80% to 40%. The stranded
oil particles may be refloated on a rising tide. The particles that cross
the open boundary are assumed to leave the computational domain and
not return. Thus, the modeling region must be sufficiently large com-
pared to the area of interest.

3. Remote sensing of oil spill using land-based X-band radar

The original nautical X-band radar can detect objects that induce
strong radar backscattering. Accordingly, the patterns of gravity waves,
ship, and land may appear on the radar image and affect the identifi-
cation of oil spills. In this paper, we propose a series of steps for radar
image processing for detecting oil spills. The main purpose of image
processing is to identify the area with low echo intensity due to oil
spills. Fig. 2 shows the proposed procedure of oil-slick detection by
using nautical radar images. As shown in Fig. 2, the first step is to
eliminate the ocean wave patterns by taking a time average of con-
tinuous radar image sequences. The patterns of gravity waves are often
obvious because of strong backscattering from the wave crests and the
effects of wave shadowing (Nieto Borge et al., 2004). Accordingly, the
patterns of sea surface waves or swells can be eliminated by taking a
time average of radar image sequences f(t, r,θ) as follows:

∑=
=

g r θ
N

f t r θ( , ) 1 ( , , )
t t

N

1

t

(13)

where g(r,θ) denotes the time-averaged radar echo intensity at different
distances r and azimuths θ from the radar antenna. In this study, 128
continuous radar image sequences (Nt=128) taken within every
30min were averaged.

Because the radar echo intensities are values relative to the trans-
mitted power, there is no quantitative relationship between echo in-
tensity and sea surface features. In the second step, we normalize g(r,θ)
by dividing it with respect to its maximum value, G, within the domain:

′ =g r θ g r θ G( , ) ( , )/ (14)

where g′(r,θ) is referred to as the normalized time-averaged radar echo
intensity.

The oil slicks are detected by identifying the area with a low radar
echo intensity. However, the geometrical spreading of the propagating
radar waves will also cause a spatial decrease in the radar wave in-
tensity, which in turn results in a spatial decay of the radar echo in-
tensity. Theoretically, the decay of radar echo intensity is proportional

Fig. 12. Correlation between the simulated and observed radial surface current
speeds at (a) P1, (b) P2, and (c) P3. The dashed black line indicates the perfect
linear correlation with r=1.0 and the solid red line indicates the actual cor-
relation. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 1
Statistical evaluation of model performance for surface current velocities at the
Shimen coast.

Location RMS error (m/s) Correlation coefficient

P1 0.38 0.82
P2 0.24 0.89
P3 0.31 0.82
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to r‐4 (Kanevsky, 2008). However, in real situations, the decay of radar
echo is also affected by environmental factors such as the grazing angle,
sea surface roughness, and atmospheric compositions. Accordingly, in
the third step, the decay of echo intensity with distance from the an-
tenna is determined. This information is then used to remove the spatial
decay effect to obtain the actual echo intensity. To reveal the decay
behavior of radar echo intensity with distance, we first take a spatial
average of g′(r,θ) in the azimuthal direction as follows:

∑′ = ′
=

h r
N

g r θ( ) 1 ( , )
θ θ θ

θ

a

b

(15)

where θa and θb are the lower and upper bounds of azimuth in g′(r,θ)
and Nθ is the total number of bins inside the azimuth range. To over-
come the influence of noise on the evaluation of the decay of the echo
intensity with distance, Eq. (15) is applied only to the radar observation
area without any ship or land. In Eq. (15), h'(r) represents a radial echo
intensity function. To obtain a compact range of the radial echo in-
tensity, we take the natural logarithm of Eq. (15):

= ′h r h r( ) log [ ( )]e (16)

The results obtained from Eq. (16) are shown in Fig. 3. The radial
echo intensity h(r) decays continuously with distance; however, h(r) is
not so smooth such that a representative function for it can be easily
determined. Therefore, we use the ensemble empirical mode decom-
position (EEMD) method. The EEMD method decomposes the signals
into different components called intrinsic mode functions (IMFs) (Wu
and Huang, 2008). After eliminating all IMFs from the signals, the final
residue T(r) is usually a monotonic function. The final residue should
correspond with the trend of the data (Huang et al., 1998). We used T(r)
to represent the radial echo intensity function h(r)as shown in Fig. 3. To
obtain the true normalized echo intensity without the decay effect due
to the distance, we correct g′(r,θ) using T(r). The corrected (true) nor-
malized echo intensity C(r,θ) is then determined as follows:

= ′ ×r θ g r θ e eC( , ) ( , ) [ / ]T T r( )max (17)

where Tmax is the maximum of T(r). Notably, when T(r) equals Tmax,
C(r,θ)= g′(r,θ). The oil-spill areas are identified as the areas where

C(r,θ) is low.
To avoid false identification of the oil-spill pattern, in the fourth and

fifth steps of radar image processing, the areas without the possibility of
oil spills are marked. In our case, the land, ship, and sea surface behind
the ship are all marked as the impossible areas for oil slick. The marked
areas are excluded in the identification of the oil slick. The radar echos
from the sea surface behind the ship are restrained because of the
shadowing effects of the hull. In the case of oil leaks in this sea area, it
will not be detected.

The last step of image processing is to identify the areas with low
echo intensities. Hence, a threshold value is required. The easiest
method is to determine a threshold value subjectively. However, the
subjective threshold greatly depends on the experience of the decision
maker. To avoid errors in the evaluation of oil-spill images, we adopt
the Otsu method (Otsu, 1979), which can automatically select a suitable
threshold from gray-level histograms. Liu et al. (2017) used the Otsu
method to successfully determine the oil-spill area from marine radar
images. To apply the Otsu method, the radar image is assumed to
contain two classes of pixels, and their echo intensities can be described
using a bi-modal histogram. Ideally, these two classes represent the oil
area and non-oil area. The optimum threshold can separate these two
classes so that their combined spread is minimal. That is, we ex-
haustively search for a threshold that minimizes the weighted sum of
variances of the two classes. The Otsu method yields favorable perfor-
mance if the histogram of the radar echo intensities is bimodal. If the
image is corrupted by strong noise, the bimodal histogram is unclear.
Then, the Otsu method may not determine a suitable threshold value
and result in errors in oil pattern detection. We continuously monitor
the sea surface around the grounded ship. If the ship starts to leak oil or
when the oil spills onto the sea surface, the echo intensity of the oil-
spilled areas becomes weaker. Consequently, we can identify the lo-
cation and extent of the oil spills.

Fig. 4 shows the field operation of oil-spill monitoring by setting up
an X-band radar at the coast near the grounded container ship, T. S.
Taipei. The X-band radar system can be set up and put to work within
half an hour. In this study, we collect a series of 128 radar images at
intervals of 30 min for further data analysis. We arrived at the nearby

Fig. 13. 3-s gust wind speed (top) and wind direction (bottom) obtained from the Fugui Cape buoy from March 21 to 31, 2016.
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coast on March 14, 2016, and at the beginning of monitoring, no oil
leak from the ship was detected. However, as wave heights increased,
the ship eventually broke, causing the oil to leak into the sea. Fig. 5
shows the results of oil-slick identification based on the image proces-
sing shown in Fig. 2. The oil-slick information contained in Fig. 5 can be
used as the initial conditions for the forecasting of subsequent oil-spill
trajectories.

4. Proposed oil-spill forecasting based on the SCHISM and X-band
radar

This paper proposes a two-step strategy for tracking the trajectories
of oil spills. First, an X-band radar is set up to monitor oil spills. If the oil
spills occur on the open seas, the radar images of oil spills can be

obtained from the navigation X-band radar installed on the ship.
Moreover, radar images for oil spills occur in coastal areas can be ob-
tained by setting up an X-band radar at the nearby coast. Multi-tem-
poral imaging captured by the X-band radar can provide the oil-spill
location and extent. Subsequently, the trajectory of an oil spill in the
coastal regions can be quickly estimated using the surface currents,
which can also be obtained from the X-band radar. The oil-spill fore-
casting in the first step enables response operation for the rapid dis-
patch of emergency equipment. The location and extent of oil spills
obtained from the X-band radar can also be used as the initial condition
for the subsequent prediction of oil-spill trajectories.

Generally, oil-slick movement can be estimated from the vector sum
of the wind and current velocities. The windage factor, which provides
the transport speed of oil, is typically 3% of the wind speed, based on
analytical derivation and empirical observation (Stolzenbach et al.,
1977). Moreover, oil slicks generally move at a rate of 100% of the
surface current and approximately 3% of the wind speed. The 3% rule
represents average conditions. The actual windage factor ranges from
1% to 6% (Lehr and Simecek-Beatty, 2000; Simecek-Beatty and Lehr,
2007), or from 1% to 4% (Zelenke et al., 2012), or from 0% to 6%
(Beegle-Krause, 2018). This factor depends on the densities of oil
masses and usually decreases over time due to oil weathering (Beegle-
Krause, 2018). In the open sea, the wind largely influences oil-slick
movement if the wind speed exceeds 20 km/h (Fingas, 2014a). In most
cases, the major limitation for accurately predicting oil-slick movement
is a lack of reliable wind speed estimates. The accuracy of the wind
forecast depends on factors such as special weather features, the length
of the forecast period, and ability to localize the prediction to the spill
site. Optimal forecast periods are usually from 6 to 24 h. Moreover, the
resolution of the atmospheric model plays also a critical role. For most
cases, regional mesoscale (10–50 km) models are suitable for oil-spill
trajectory modeling. But even with regional models, the sea breeze may
not be sufficiently resolved. This can produce a large error in a tra-
jectory forecast (Simecek-Beatty, 2011). Winds as light as breezes can
lead to oil beaching (Beegle-Krause, 2018).

Because the hydrodynamic scale in the coastal region is usually
small and varies quickly, the hydrodynamic model is critical for ob-
taining information on water surface elevations and coastal currents.
Accordingly, the SCHISM is used to determine hydrodynamic para-
meters such as the water surface elevations and currents. The wind data
that are also required for predicting the oil-spill trajectories can be
obtained from various ways as will be discussed in the next section. The
Lagrangian particle-tracking method included in the modeling system is
then used to simulate the trajectories of oil slicks after the surface
current and wind data are available and the initial location of oil spill is
known.

5. Case study of an oil-spill event

5.1. T. S. Taipei oil spill

The container ship T. S. Taipei ran aground on March 10, 2016, at
the location with coordinates 25° 18′ 3.87″ N, 121° 34′ 36.60″ E, which
is approximately 250m off the Shimen coast. The Shimen coast is lo-
cated in the northernmost part of Taiwan (Fig. 6) and is well known for
harsh sea conditions with strong northeastern wind and high seas,
especially during fall and winter. The Shimen coast is also a popular
tourist attraction for its diversity in landforms and beaches, such as the
rocky shore and headland, sea caves, wave-cut platform, algal reef, and
shell sand beach. On March 11, the following day, cracks were found in
the ship hull, and oil began to leak. On March 25, the ship broke into
two parts, and approximately 50 tons of fuel oil leaked into the sea
during the morning of March 26, 2016. Countermeasures for rescuing
the grounded ship and cleaning up the spilled oil were immediately
taken by the EPA, Taiwan. These countermeasures included removal of
the remaining oil in the ship by suction, deployment of oil booms to

Fig. 14. Model-simulated surface oil-slick trajectory after occurrence of the oil
spill at the Shimen coast over (a) 1 day and (b) over 34 days. The oil partciles
were released at 00:00 AM on March 26, 2016, from the location of the stranded
ship, and the 3-s gust wind speeds obtained from Fugui Cape buoy were
adopted. The color represents bathymetric depth.
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control the oil spills, and placing sponges on the surface of the spill-
affected area to suck and absorb the oil from the water surface. The
fouled rocky coasts were cleaned by using strong hot water. These
countermeasures for cleaning up oil spills are rather conventional; more
effective and environmentally friendly ways are expected in the future
(Freudenburg and Gramling, 2011; Lin and Kao, 2016). Because of the
harsh weather these countermeasures were performed intermittently.
According to the report of EPA Taiwan (2016) and Huang et al. (2016),
oil-spill cleanup at sea was complete on May 3, 2016, and shoreline
cleanup was complete on May 10, 2016.

We arrived at Shimen coast first on March 11, 2016, at which point
no oil leaks from the ship were observed. We revisited the Shimen coast
on March 26, 2016, and began to monitor the oil spills by setting up an
X-band radar at the nearby coast (Fig. 4). Fig. 5 shows the distribution
of surface oil slicks obtained using the radar set up at the Shimen coast
at 09:00 AM (Local Time), on March 26, 2016. The oil slicks are shown
as dark features in the X-band radar images. The extent and location of
the oil spills can be used as the initial condition for predicting the
consequent oil-spill trajectories.

5.2. Prediction and verification of water level and current

When oil spills on water, most oil spreads quickly, forming a thin
film. Subsequently, the oil is advected by winds and currents.
Consequently, both current and wind data are crucial for the prediction
of oil trajectories. The SCHISM is used to predict the water level and
current as well as the trajectories of oil slicks. Therefore, in this study
we form an unstructured triangular mesh near the Shimen coast
(Fig. 7). The computational mesh comprises 118,132 elements, with a
horizontal resolution of approximately 2 km on the open boundary and
a minimum horizontal resolution of 15m on the land boundary. The
water depth varies from approximately 270m in the open sea to ap-
proximately 3m in the coastal areas. The open boundary conditions for
elevation, the vertical profile of horizontal velocities, temperature, and
salinity are derived from the HYbrid Coordinate Ocean Model
(HYCOM). The HYCOM is a global ocean prediction model designed for

the United States Global Ocean Data Assimilation Experiment. The re-
solution in the HYCOM is 1/12°, which corresponds to a distance of
9.26 km.

Initial conditions at the computational surface, including air pres-
sure, wind field, surface shortwave radiation heat flux, and specific
humidity, are obtained through interpolation of the results obtained
using the weather research and forecast (WRF) model developed by the
Central Weather Bureau (CWB), Taiwan. Moreover, the wind wave
model (WWM) is incorporated into the SCHISM for assessing the effect
of surface waves; however, the results show only minor differences
from those without WWM.

To verify the accuracy of the SCHISM, we first compared the si-
mulated time series of the water surface elevation with the observed
ones at the Linshanbi tidal station from March 1 to March 31, 2016. The

Fig. 15. Detailed flow fields that correspond to those in Fig. 14 (a). The flow
fields were obtained based on the computational mesh shown in Fig. 7. The
color represents bathymetric depth. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this
article.)

Fig. 16. Model-simulated surface oil-slick trajectory after the oil spill occurred
at the Shimen coast over (a) 1 day and (b) 34 days. The monitored oil-spill area
obtained from the X-band radar at 09:00 AM on March 26, 2016, was used as
the initial locations of the oil spills, and the 3-s gust wind speeds obtained from
Fugui Cape buoy were adopted. The color represents bathymetric depth. The
area of initial oil slick is represented as a rectangle with a length of 218m and a
width of 42m.
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comparison was shown in Fig. 8. The Linshanbi tidal station is located
approximately 6.8 km away from the container ship, T. S. Taipei, as
shown in Fig. 6. Fig. 8 shows a close agreement between the simulated
and observed water elevations.

To verify the accuracy of the simulated current speed, we collected
radial current velocity data from the Caoli station of the TOROS. This
system consists of 18 HFR stations and adopts the SeaSonde (CODAR
Ocean Sensors, Santa Cruz, CA, USA) to monitor the sea surface cur-
rents around Taiwan Island. The HFR network product is useful for
providing essential information on ocean surface currents (Fredj et al.,
2017). The Caoli station is located at the northern coast of Taiwan and
is approximately 3.5 km away from the T. S. Taipei grounding site
(Fig. 6). Fig. 9 displays the model-predicted surface currents near the
Shimen coast at 09:00 AM on March 5, 2016. Black arrows denote the
surface current velocity, with longer arrows indicating faster current
speeds. The color bar indicates the corresponding water surface eleva-
tions for different colors. Fig. 9 shows that the simulated surface cur-
rents are roughly parallel to the coastline. This is consistent with the
known facts that the main current component along the coasts of
Taiwan is the tidal current, which is usually parallel to the coastline
(Wang et al., 2003; Tsai et al., 2016). Fig. 10 shows the monitored area
covered by the Caoli HFR station. Sites labeled as P1, P2, and P3 (blue
dots) were the locations where the observed radial surface current
speeds were selected for comparison with the simulated ones. The small
dots in Fig. 10 represent the locations of the available current data from
the Caoli station. Fig. 11 (a)–(c) compare the simulated radial surface
current speeds from March 1 to 31, 2016, obtained from the SCHISM
with those obtained from the Caoli station at P1 to P3, respectively. The
distances between the Shimen coast, the Caoli station, and the locations
of P1-P3 can be read out from Fig. 6. Notably from Fig. 11 that the
simulated radial surface current speeds are in close agreement with the
observed ones, especially at the P2 location. The differences in the
current speeds may be associated with the numerical errors of the
SCHISM or the rougher resolution involved in the CODAR measure-
ments. The resolution in the CODAR measurements is 1.5 km, whereas
in the computation the grid size ranges from 15m on the land boundary
to 2 km on the open boundary. However, the overall consistency be-
tween the simulated and observed currents is strong.

A correlation coefficient is a statistical measurement to indicate how

one variable changes with respect to another. The most common
measure of correlation in statistics is the linear correlation coefficient r
which measures the strength and direction of a linear relationship be-
tween two variables, and is determined as follows.

=
∑ − ∑ ∑

∑ − ∑ ∑ − ∑
r

n xy x y
n x x n y y
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( ) ( ) ( ) ( )2 2 2 2 (18)

where x and y denote the two variables and n is the total number of the
variable. The range of r is between −1 and+ 1. The + and − signs
indicate positive and negative linear correlations, respectively. If x and
y have a strong positive linear correlation, r is close to +1. A correla-
tion greater than 0.8 is generally described as strong, whereas a cor-
relation less than 0.5 is generally described as weak (Montgomery and
Runger, 2010).

Fig. 12 (a)–(c) show the correlations between the simulated and
observed radial surface current speeds at P1–P3 locations, respectively.
The dashed black line indicates the perfect linear correlation with
r=1.0 and the solid red line indicates the actual correlation coefficient
obtained using regression analysis. Table 1 summarizes the corre-
sponding root-mean-square (RMS) errors in the radial surface velocity
and correlation coefficients at three sites. The table shows that the RMS
errors in the velocity are less than 0.38m/s and the correlation coef-
ficients vary from 0.82 to 0.89. These results demonstrate that the si-
mulated surface currents obtained from the SCHISM correlate well with
the monitoring data obtained from the Caoli HFR station.

5.3. Wind data

The wind data required for forecasting of the oil-spill trajectories
can be obtained from various operational meteorological models such
as (i) the Global Forecast System developed by the National Centers for
Environmental Prediction; (ii) the atmospheric model high-resolution
10-day forecast by the European Weather Center; (iii) the unified model
by the Met Office; (iv) the numerical weather prediction by the Japan
Meteorological Agency; and (v) the weather research and forecasting by
the CWB, Taiwan. In some cases, the wind fields may also be obtained
from in-situ measurements. However, the wind observation data can be
used only in hindcasting and not forecasting for the oil-spill trajectories.

Fig. 17. Extent of oil slick on the coastline obtained from EPA (Taiwan) during the period from March 26, 2016 to May 10, 2016. The brown color represents the oil
fouled coastline (replotted based on the information from Huang et al. (2016)). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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In the forecasting of the oil-spill trajectories, this study used the
Weather Research and Forecasting (WRF) model of CWB to forecast the
wind. In the numerical simulation, the temporal resolution was 1 h, and
the horizontal resolution was 5km×5km. This horizontal resolution
was finer than that used in the regional mesoscale models suited for oil-
spill trajectory modeling, as mentioned in Section 4. The forecast period
was 6 h. The WRF model solved the Euler non-hydrostatic equations for
compressible flows and used the hybrid variational-ensemble data as-
similation algorithm (Chen and Dudhia, 2000; Schwartz et al., 2013).

In the present case, local wind observation data are available from a
nearby data buoy, referred to as the Fugui Cape buoy, which is located
at the north of Fugui Cape (Fig. 6) and is approximately 4.2 km away
from the stranded T. S. Taipei. This buoy belongs to the CWB, Taiwan,
and is operated by the Coastal Ocean Monitoring Center, National
Cheng Kung University, Taiwan. This buoy measures air pressure, air
temperature, wind speed and direction, water temperature, wave
height and direction, and current speed and direction. The

measurements are conducted hourly, each with a duration of 10min
and a sampling rate of 2 Hz. The buoy provides hourly 3-s gust wind
velocity and the mean wind velocity based on the 10-min data. Fig. 13
shows the 3-s gust wind speed and wind direction observed at the Fugui
Cape buoy from March 21 to 31, 2016. Notably that the gust wind
speed exceeded 20 km/h during March 23 to 25, 2016, indicating that
during this period both wind and sea surface current were the critical
factors affecting the movement of the oil slick. Fig. 13 shows that
during March 23 to 27, 2016, the wind near the Fugui Cape was mainly
northeasterly, ranging from 0° (north) to 90° (east).

Notably, the main current component along the coasts of Taiwan is
the tidal current, which is usually parallel to the coastline (as men-
tioned in Section 5.2), whereas the wind speed and direction are usually
seasonal and may depend on specific weather features, such as ty-
phoons and tornadoes. The temporal variations in the wind speed and
direction are much more extreme than those of the current speed and
direction. These features can be noted by comparing the current data
with the wind data for the Shimen coast area (Figs. 11 and 13). Thus,
the winds are more likely to lead to erroneous oil beaching forecasts
than the currents, especially for oil spills that are close to the coast.

5.4. Simulation and verification of oil-spill trajectories

After verifying the accuracy of the water surface elevations and
current speed, we used the particle-tracking package in the SCHISM to
simulate the movements of oil spills. Because local wind observation
data are available, we adopt the 3-s gust wind data from the Fugui Cape
buoy as the input wind data for simulating the oil-spill trajectories, and
these data are updated hourly. Hindcasting of oil-spill trajectories is
performed in two ways. In the first simulation, we assume that no in-
formation on the location and extent of oil spills is available and that
the oil is released from the ship for 1 h with 1000 particles. Because the
exact initial release time of oil slick is unknown, it is set to 00:00 AM on
March 26, 2016, and the initial location is set to the coordinates of the
stranded ship. The model is run with a time step of 120 s for two dif-
ferent periods, namely 1 day and to the end of April (34 days), because
the cleanup of oil spills at sea was complete around this time. Fig. 14 (a)
and (b) illustrate the model-predicted surface oil-slick trajectories at the
Shimen coast over 1 day and 34 days, respectively. Fig. 14 (a) shows
that after one day of oil leakage, the oil slicks drifted to the coastline of
Shimen. The oil slick extended approximately from (25.302°N,
121.572°E) to (25.302°N, 121.579°E), which is approximately 780m
long along the coastline. Fig. 14 (b) shows that after 34 days, the length
of fouled coastline increased to approximately 8 km, ranging roughly
from (25.298°N, 121.553°E) to (25.288°N, 121.608°E). To enhance the
clarity of the flow fields near the Shimen coast, Fig. 15 shows detailed
flow fields that correspond to those in Fig. 14 (a). The flow fields were
obtained based on the computational mesh shown in Fig. 7. Fig. 15
presents detailed flow fields, including the large and small circulations,
near the coast. The flow fields near the coast are crucial for simulating
the oil beaching.

In the second simulation, the information on the location and extent
of oil spills obtained from X-band radar at 09:00 AM on March 26,
2016, (Fig. 5) is used as the initial condition. The initial area of oil slick
is represented as a rectangle with a length of 218m and a width of
42m. The spilled oil is represented as a group of 1000 particles that
distribute uniformly inside the rectangle, and each particle is tracked
independently. The model is also run for 1 and 34 days, and the model-
simulated oil-slick trajectories are shown in Fig. 16 (a) and (b), re-
spectively. Fig. 14 (a) shows that after 1 day of oil leakage, the oil
moved to the coastline. This is because of two factors: First, the wind
direction during this period was mainly northeasterly. This wind drove
the oil toward the coast. Second, the stranded ship was quite close to
the coast. Therefore, the driven oil reached the coast within a short
period. Comparing Figs. 16 (a) and 14 (a) reveals that the extent of the
fouled coastline in Fig. 16 (a) is larger than that in Fig. 14 (a).

Fig. 18. Model-simulated surface oil-slick trajectory obtained under the same
conditions as those used in Figs. 16 (a) and (b) except that the wind data were
obtained from the WRF model.
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Factors that may cause wider shoreline oiling include the timing of
the oil release with respect to the tides, the time period of release, and
the initial extent of oil spills. From the tide data presented in Fig. 8, it
can be noted that in both Fig. 14 (a) and 16 (a), the oil particles were
released for 1 h during the rising tide. In Taiwan, tides originate from
the western Pacific Ocean and are diffracted by the island of Taiwan.
Consequently, the currents induced by the ebbing and rising tides at the
Shimen coast (the northernmost part of Taiwan) run parallel to the
coast and are in the opposite direction. Based on the aforementioned
reasons, we suggest that the larger extent of fouled coastline in Fig. 16
(a) is associated with the larger initial extent of oil spills. However, this
study provides only two test cases, which may be insufficient for

exploring the causes of wider shoreline oiling.
According to the aerial photography carried out by the EPA,

Taiwan, (EPA Taiwan, 2016) and Huang et al. (2016), the spilled oil
spread across 9 km of the Shimen coast (Fig. 17). The model-simulated
oil-slick trajectories shown in Fig. 14 (b) and 16 (b) are very similar to
the observed one shown in Fig. 17. The extent of the foulded coastline
shown in Fig. 16 (b) is more similar to that shown in Fig. 17 than that in
Fig. 14 (b) because the oil slicks drifted more westward and were closer
to the Fugui Cape; however, the difference is minor. The better results
in Fig. 16 (b) should be attributed to the accurate initial condition of the
oil-spilled area. Notably, some oil slicks in Figs. 14 (b) and 16 (b) do not
move to the shore and remain there as observed in the real situation.

Fig. 19. Comparison of the simulated and observed wind speeds and wind directions at the location of Fugui Cape buoy on (a) March 21–31, 2016, and (b) April
1–30, 2016.
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This error may result from the inaccuracy involved in the simulated
current and wind speeds near the shore, or it may due to the calculation
grid in this area. Some grids close to the shoreline are dry due to tidal
effects. Therefore, the oil slicks on the dry grids do not move to the
shore and remain as a close-to-straight line as shown in Figs. 14 (b) and
16 (b).

5.5. Forecasting of oil-spill trajectories

In the previous simulations of oil-spill trajectories, the available
observation data for wind has been used. However, for the forecasting
of oil-spill trajectories the wind data must also be predicted. This study
used the WRF model of CWB to forecast the wind. Accordingly, the
forecasting of the oil-spill trajectories based on the wind data obtained
from the WRF model were performed under the same conditions as
those used in Fig. 16 (a) and (b), and the corresponding results are
shown in Fig. 18 (a) and (b). The fouled coastlines in Fig. 18 (a) and (b)
are substantially shorter than those shown in Fig. 16 (a) and (b). The
only parameter that differs in the simulations is the wind data. Thus, to
examine the cause of this difference, Fig. 19 compares the simulated
wind speeds and wind directions obtained from the WRF model with
those obtained from the Fugui Cape buoy. Fig. 19 (a) compares the
wind data from March 21 to 31, 2016, and Fig. 19 (b) compares the
wind data for April, which is approximately the period of oil spill stu-
died in the numerical simulation.

Fig. 19 (a) shows that the wind speeds from 09:00 AM on March 26
to 09:00 AM on March 27 obtained from the WRF model are much
higher than those obtained from the Fugui Cape buoy. Table 2 shows
the detailed values of observed and predicted wind speeds and wind
directions in this period. These values reveal that the observed wind
speeds range from 10.08 km/h (2.8m/s) to 18.00 km/h (5m/s),
whereas the predicted speeds range from 16.52 km/h (4.59 m/s) to
27.14 km/h (7.54m/s). The observed wind directions vary between 23°
and 195°, and the simulated ones vary between 25° and 67°, indicating
that the wind is northeasterly. Because the front edge of the oil-spilled

area was very close to the coast (approximately 200m; Fig. 16), a
strong northeasterly wind rapidly advected the oil particles to the coast
and drove them move westward along the coastline, as shown in Fig. 18
(a). As mentioned in Section 2.2, when the oil particles reach the land
boundary, 80% of particles are stranded and only 20% of particles are
able to leave the coast. However, under the predicted wind conditions
the left 20% oil particles return to the coast. Consequently, most oil
particles are stranded in a small region of the coastline.

Although the predicted wind speeds and directions during April are
quite similar to the observed values; however, on the first day of the
simulation, from 09:00 AM on March 26 to 09:00 AM on March 27,
most of the 1000 released oil particles were stranded on the coast
within a restricted area, as shown in Fig. 18 (a). Thereafter, only a small
portion of the oil particles were free to move. Consequently, the fouled
coastline at the end of April (Fig. 18 (b)) is very similar to that shown in
Fig. 18 (a). The observed wind speeds ranged from 2.8 to 5.0 m/s, and
the observed wind directions ranged from 23° to 195°. The winds with a
wider direction range moved the oil particles to a wider portion of the
coast. The surface current speeds, which varied between −1 and 1m/s,
as shown in Fig. 11, were of the same order of magnitude as the wind
speeds. Therefore, the reciprocating currents contributed to the west-
ward and eastward extension of the fouled coastline, as shown in
Fig. 16 (a) and (b).

The aforementioned results demonstrate that both the wind and
current data are crucial for an accurate prediction of the oil-spill tra-
jectories. In the future, the applicability of the proposed strategy should
be assessed for oil-spill events occurred on the open sea. In addition to
the prediction of oil-spill trajectories, in-situ measurements of oil-slick
thickness, oil sedimentation range, and chemical substances are critical
for understanding the detailed oil-weathering processes and the en-
vironmental impact on the marine ecosystem. However, they are be-
yond the scope of this research.

6. Summary

In this study, we propose a two-step oil-spill forecasting system for
predicting the trajectories of oil slicks. First, an X-band radar is estab-
lished to detect oil slicks close to the oil-spill site and obtain the loca-
tion and extent of oil spills. For this purpose, a procedure for detecting
the oil-slick area from radar images is developed.

The information of the location and extent of oil spills can be used
as the initial conditions for simulating the subsequent oil-spill trajec-
tories. Furthermore, because the radar can also measure the ocean
surface currents, this information when combined with available wind
data can provide a fast assessment of the oil-slick trajectories. The re-
sults are useful for the execution of rescue missions and for rapid de-
ployment of emergency equipment.

The simulated water surface elevations and ocean surface current
obtained from the SCHISM were compared with the monitoring data to
verify the accuracy of the hydrodynamic model incorporated in the
SCHISM. The comparison reveals that both results agree closely with
the monitoring data.

After obtaining the surface elevation and current from the SCHISM,
the Lagrangian particle-tracking model incorporated in the SCHISM
was used to simulate the trajectories of oil spills under various wind
conditions, such as the observed wind speeds and directions from a
nearby data buoy, or the wind fields predicted by the WRF model.

The oil spill caused by the container ship T. S. Taipei, which oc-
curred during March 2016, was used as a case study for testing the
capability of the proposed oil-tracking strategy, especially for events
that happen very close to the coast.

When the wind data from the nearby Fugui Cape buoy were used,
the simulated fouled coastline obtained from the SCHISM was very si-
milar to that obtained from the field observation provided by the EPA,
Taiwan. However, the contaminated coastline predicted using the wind
data obtained from the WRF model was much shorter than the observed

Table 2
Observed and predicted wind speeds and wind directions from 09:00 AM on
March 26 to 09:00 AM on March 27, 2016.

Date Time
(hh:mm)

Observation Model

Wind
speed
(km/h)

Wind
direction (°)

Wind
speed
(km/h)

Wind
direction (°)

March 26 09:00 16.56 31 27.14 41
10:00 16.20 113 26.68 39
11:00 18.00 125 26.28 36
12:00 17.28 121 25.88 33
13:00 16.20 118 25.60 31
14:00 16.56 107 25.34 28
15:00 16.92 104 25.13 25
16:00 16.56 99 23.69 31
17:00 15.12 64 22.46 37
18:00 17.28 40 21.60 44
19:00 15.84 48 21.02 52
20:00 15.12 55 20.88 60
21:00 18.00 66 21.06 67
22:00 10.44 195 20.34 67
23:00 10.44 191 19.58 67

March 27 00:00 13.68 152 18.86 67
01:00 12.60 156 18.11 66
02:00 11.52 136 17.39 66
03:00 12.24 178 16.63 66
04:00 11.88 165 16.52 59
05:00 13.32 107 16.63 52
06:00 12.24 64 16.99 45
07:00 10.80 23 17.57 39
08:00 10.08 41 18.36 33
09:00 12.60 41 19.33 27
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one. The reasons for this difference were revealed after comparing the
simulated and observed wind speeds and wind directions. Because the
ship was stranded very close to the coast, the oil slicks moved to the
coast within 1 day of the event.

In the future, the proposed strategy should be applied to oil-spill
events occurring on the open sea to examine its suitability for wider
applications.
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